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PhD Dissertation

MITTAS N. (2009). Statistical and Computational Methods forDevelopment, Improvement and
Comparison of Software Cost Estimation ModelsDepartment of Mathematics, Aristotle University

The plethora of Software Cost Estimation modelgppsed in the literature reveals that the
prediction of the cost for a new software projacaivital task affecting the well-balanced manageré
the development process. The overestimation ofcgegrr may lead to the canceling and loss of a
contract, whereas the underestimation may affectetirnings of the development organization. Hence,
there is an ongoing research in the SCE area dfitegmjp build prediction models that provide actara
estimates of the cost.

The present dissertation deals with the introductib statistical and computational methods for
the comparison, improvement and development ofwamé& Cost Estimation models. More specifically,
the contribution of the dissertation focuses onftilewing subjects.

Chapter 3 deals with the comparison proceduretefrative prediction models. Since there are a
lot of models that can be fitted to certain dategracial issue is the selection of the most effitie
prediction model. Most often this selection is lthea comparisons of various accuracy measures that
are functions of the model's errors. However, tlgial practice is to consider as the most accurate
prediction model the one providing the best acouraeasure without testing if this superiority isfact
statistically significant. This policy can lead wastable and erroneous conclusions since a snefigeh
in the data is able to turn over the best modecsiein. On the other hand, the accuracy measueskins
practice are statistics with unknown probabilitgtdbutions, making the testing of any hypothelsisthe
traditional parametric methods, problematic. Instlihapter, the use of statistical simulation taels
proposed in order to test the significance of tliffergnce between the accuracy of two prediction
methods. The statistical simulation procedureslirevpermutation tests and bootstrap techniquethfor
construction of confidence intervals for the diffiece of measures. These techniques repeat the data
analysis a large number of times on replicated s#d$a all drawn by resampling from the original
observed set of data. The resampling techniquedbeamsed on their own in carrying out a hypothesis
test without worrying about the distribution of tvariables or they can also be utilized with the
traditional procedures in order to reinforce thresults.

Chapter 4 also deals with the comparison procedfigdternative prediction models, whereas the
research interest focuses on the graphical invagtiy of the performances. More precisely, we idtice
the Regression Error Characteristic analysis, aepfulvvisualization tool with interesting geometidc
properties, in order to validate and compare dffiéprediction models easily, by a simple inspectb
a graph. The proposed formal framework covers diffe aspects of the estimation process such as the
calibration of the prediction methodology, the asseent of the applicability of the estimation metho
a specific dataset, the identification of factoffecting the error, the investigation of errors @artain
ranges of the actual cost and the examination efdistribution of the cost for certain errors. The
experimentation portrays the benefits and the Bagmit information obtained by this analysis.

Chapter 5 studies a well-known question in Softwaost Estimation area that is whether there are
differences in the predictive accuracy of varioudtveare cost estimation techniques when effort
estimates are based on datasets with complete@ctsofrom a single company (within-company
predictions) or from different companies (cross-pamy predictions). The question is examined on
models that produce either point estimates accom@dry prediction intervals or interval estimatethw
a derived point estimate. Several known measurgsetfiction errors were used for the comparison of
point estimates while for the comparison of thedpo#on intervals a new measure was defined - a
generalization of the Hit-rate accuracy measurés fiaw measure was designed to take into accolnt (a
whether the actual cost value fell into an interga) the similarity of intervals under comparisamd (c)
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the width of the intervals. The experimentationeag that the use of within-company data generally
improved the results, especially regarding theriatis.

Chapter 6 deals with a well-known technique thaEstimation by Analogy. The popularity of the
method is due to its straightforwardness and itsitinely appealing interpretation of the whole
procedure which mimics the human instinctive decishaking by comparing with similar cases.
However, in spite of the simplicity in applicatiothe theoretical study of the method is quite
complicated. In this Chapter, we exploit the relatiof the method to the nearest neighbor non-
parametric regression in order to suggest a resagnptocedure, known as iterated bagging, for radyc
the prediction error. The improving effect of itexd bagging is validated using both artificial anedl
datasets from the literature, obtaining very pramgisesults.

Chapter 7 deals with the possibility of aggregatimg parametric Least Squares regression and the
non-parametric Estimation by Analogy in a semi-paegttic model, trying to incorporate, in a systemati
way, the linear and non-linear information obtairen the same dataset. Least Squares regression is
called parametric, since it assumes that there fignetional form between a dependent and a set of
independent variables, fully described by a fiite of parameters. However, a pre-selected parametr
model for all independent variables is often a strong and too restricted assumption, especially fo
datasets with categorical variables. Such a maditieh dails to fit unexpected effects of the atttigmi On
the other hand, a non-parametric approach, suéfstamation by Analogy, can offer a flexible proceslu
in explaining unknown and complicated relationshiigsause it is based on the concept of similarity
which can be calculated even for categorical ddtavever, the inclusion of all independent variabtes
the procedure of computing similarities is alsotieorgy assumption which is able to mask a strong
parametric relation, failing to take advantage a@frable information. The aforementioned considereti
led us to believe that a combination of methodseappto be a more realistic approach for the SCE
datasets which usually contain a portion of vagab(for example the size) that is parametrically
correlated with the cost variable and another porthat has a significant impact on cost, but in an
undefined and non-linear form. Experimentation epresentative datasets verifies the benefits of the
proposed model in terms of accuracy, bias and dpykthe predictions.

Finally, Chapter 8 concludes this dissertation @neksents extensions and directions for future
work.

Journal Publications

[J1] MITTAS N, ATHANASIADES M., ANGELIS L. (2008). Improving Analogy — Based
Software Cost Estimation by a Resampling Method.Information and Software Technology
(Elsevier), 50, 221-230.

Estimation by analogy (EbA) is a well-known techrégfor software cost estimation. The popularity of
the method is due to its straightforwardness amhtuitively appealing interpretation. However sipite

of the simplicity in application, the theoreticaudy of EbA is quite complicated. In this paper, we
exploit the relation of EbA method to the nearesghbor non-parametric regression in order to ssigge
a resampling procedure, known as iterated bagdargreducing the prediction error. The improving
effect of iterated bagging on EbA is validated gsboth artificial and real datasets from the litere,
obtaining very promising results.

[J2] MITTAS N., ANGELIS L. (2008). Comparing Cost Prediction Models by Resampling
Techniques. Journal of Systems and Software (Elsevier), Spedistue on Software Process and
Product Measurement, 81, 616—632.

The accurate software cost prediction is a resetgic that has attracted much of the interesthef t
software engineering community during the latestades. A large part of the research efforts inwlve
the development of statistical models based omtistl data. Since there are a lot of models thatlme
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fitted to certain data, a crucial issue is the @&a of the most efficient prediction model. Maxten

this selection is based on comparisons of vari@gsiracy measures that are functions of the model’s
relative errors. However, the usual practice isdosider as the most accurate prediction modebtize
providing the best accuracy measure without tedfitigis superiority is in fact statistically sidigant.
This policy can lead to unstable and erroneouslasions since a small change in the data is alflerto
over the best model selection. On the other hdmalatcuracy measures used in practice are ststistic
with unknown probability distributions, making thesting of any hypothesis, by the traditional
parametric methods, problematic. In this paperuthe of statistical simulation tools is proposeadrider

to test the significance of the difference betwdenaccuracy of two prediction methods: regresaiuh
estimation by analogy. The statistical simulatialmgedures involve permutation tests and bootstrap
techniques for the construction of confidence wdtr for the difference of measures. Four known
datasets are used for experimentation in ordealidate the results and make comparisons between th
simulation methods and the traditional parametnitt mon-parametric procedures.

[J3] MITTAS N., ANGELIS L. (2010). Visual Comparison of Software Cost Estimation Models byj
Regression Error Characteristic Analysis.Journal of Systems and Softwar&lseviel), 83, 621-637

The well-balanced management of a software prigezicritical task accomplished at the early starfes
the development process. Due to this requirementjide variety of prediction methods has been
introduced in order to identify the best strategy $oftware cost estimation. The selection of thetb
technique is usually based on measures of errore@sen more recent studies researchers use formal
statistical procedures. The former approach cad keaunstable and erroneous results due to the
existence

of outlying points whereas the latter cannot belyasesented to non-experts and has to be caoigd

by an expert with statistical background. In th&per, we introduce the regression error charatiteris
(REC) analysis, a powerful visualization tool wittteresting geometrical properties, in order tdadatke

and compare different prediction models easilyatsymple inspection of a graph. Moreover, we prepos
a formal framework covering different aspects & #stimation process such as the calibration of the
prediction methodology, the identification of factdhat affect the error, the investigation of esron
certain ranges of the actual cost and the exaroimaidf the distribution of the cost for certain eso
Application of REC analysis to the ISBSG10 datdsetcomparing estimation by analogy and linear
regression illustrates the benefits and the siggaifi information obtained.

[J4] MITTAS N., ANGELIS L. (2010). LSEbA: Least Squares Regression and Estimation by
Analogy in a Semi-Parametric Model for Software Cos Estimation. Empirical Software
Engineering (Springer) (accepted for publication).

The importance of Software Cost Estimation atehdy stages of the development life cycle is djear
portrayed by the utilization of several models andthods, appeared so far in the literature. The
researchers’ interest has been focused on twokwelWn techniques, namely the parametric Regression
Analysis and the non-parametric Estimation by Aggldespite the several comparison studies, there
seems to be a discrepancy in choosing the bestcticedtechnique between them. In this paper, we
introduce a semi-parametric technique, called LSEbAt achieves to combine the aforementioned
methods retaining the advantages of both approa¢hethermore, the proposed method is consistent
with the mixed nature of Software Cost Estimatiomtadand takes advantage of the whole pure
information of the dataset even if there is a lasgeount of missing values. The paper analytically
illustrates the process of building such a model presents the experimentation on three represantat
datasets verifying the benefits of the proposedehdterms of accuracy, bias and spread. Compasiso
of LSEbA with linear regression, estimation by aggl and a combination of them, based on the average
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of their outcomes are made through accuracy mestiasistical tests and a graphical tool, the Resion
Error Characteristic curves.

[J5] MITTAS N., ANGELIS L. (2011). A Permutation Test based on Regression Errol
Characteristic Curves for Software Cost Estimation Models. Empirical Software Engineering
(Springer). Special Issue on Repeatable Results in Effort Estiion, 17 (1-2), 34-61

Background Regression Error Characteristic (REC) curves piwva visualization tool, able to
characterize graphically the prediction power dérmlative predictive models. Due to the benefits of
using such a visualization description of the whdistribution of error, REC analysis was recently
introduced in software cost estimation to aid thexision of choosing the most appropriate cost
estimation model during the management of a fortting project.

Aims Although significant information can be retrieviedm a readable graph, REC curves are not able
to assess whether the divergences between thealter error functions can constitute evidencedor
statistically significant difference.

Method In this paper, we propose a graphical proceduat thilizes (a) the process of repetitive
permutations and (b) and the maximum vertical denabetween two comparative Regression Error
Characteristic curves in order to conduct a hymithéest for assessing the statistical significaoice
error functions.

ResultsIn our case studies, the data used come from adtprojects and the models compared are cost
prediction models. The results clearly showed thatproposed statistical test is necessary in dxler
assess the significance of the superiority of @ipte@nmodel, since it provides an objective cidarfor

the distances between the REC curves. Moreoverptbeedure can be easily applied to any dataset
where the objective is the prediction of a resporaéable of interest and the comparison of altévea
prediction techniques in order to select the bieategy.

[J6] MITTAS N. (2012). Evaluating the Performancesf Software Cost Estimation Models through
Prediction Intervals. Journal of Engineering Science and Technology Rewie(accepted for
publication).

The task of predicting accurately the cost requil@dthe completion of a new software project is a
challenging issue in the Software Cost Estimatimmaasince it is closely related with the actidtief
project management and the wise decision-makingrgénizations in order to bid, plan and budget a
forthcoming system. However, the accurate predictibthe cost is often obtained with great uncatiai
and for this reason there has been noted a lackrofergence in experimental studies. The main reaso
for the discrepancy can be derived from the inheobiaracteristic of prediction methodologies, since
they produce point estimates without taking intccamt the risk covering the whole process. In this
study, we propose a statistical framework, so dedos on the construction of Prediction Interwalsch
provide an “optimistic” and a “pessimistic” guesw fthe true magnitude of the cost. The proposed
framework that incorporates different accuracy catihrs, formal hypothesis testing and graphical
inspection of the predictive performance is apptiach dataset with real software projects.

International Conferences

[C1] BIBI M., MITTAS N., ANGELIS L., STAMELOS I., M ENDES E. (2007). Comparing Cross
vs. Within-Company Effort Estimation Models Using Interval Estimates. IWSM-Mensura 2007
(International Conference on Software Process andoBuct Measurement), Palma de Mallorca,
Spain, 5-8 November 2007
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This paper investigates whether effort predictiforsprojects from a single company that were olgdin
using a cross-company (CC) training set can beagrate as effort predictions obtained using aiwith
company (WC) training set. We employed five différeost estimation techniques, two providing point
estimates (estimation by analogy and stepwise ssigme) and three providing predefined interval
estimates (ordinal regression, classification amdression trees and Bayesian networks). For the
development and evaluation of both cross and witbimpany models ISBSG release 9 was utilized. Our
results showed no significant differences betwedh &d WC-based predictions, for all the cost
estimation techniques, after comparing the medadrthe absolute errors. Other accuracy metrics were
also considered, providing in general similar resul

[C2] MITTAS N., ANGELIS L. (2008). Partial Regression Error Characteristic Curves for the
Comparison of Software Cost Prediction ModelsWorkshop on Artificial Intelligence, Techniques i
Software Engineering (AISEW 2008), July 2008, PasraGreece

The task of predicting accurately the cost requii@dthe completion of a new software development
project is a critical issue in the Software Costirgation area. The introduction of a variety of retsd
and methods for this purpose verifies the in-créasterest of the researchers, whereas an abunddnce
stud-ies has been carried out in order to selecthibst” prediction technique. More recent studiese
use of statistical comparisons in order to sigtiiir results. However, statistical tests havedaarried
out by an expert with mathematical background, wasrthe interpretation of the results is not trivia
this paper, we in-troduce the utilization of PdrtiRegression Characteristic curves, a visualization
technique originated from machine learning and daiaing and inspired by Receiver Operating
Characteristic (ROC) analysis. The tool can beiadpio any cost estimation situation in order todgt
the behavior of several comparative statisticaladificial intelligence methods on certain rangds o
actual cost val-ues and decide which of the priaiahethods gives the “best” results in the rangeen
consideration.

[C3] MITTAS N., ANGELIS L. (2008). Comparing Software Cost Prediction Models by a
Visualization Tool. 34th EUROMICRO Conference on Software Engineeringnd Advanced
Applications (SEAA), September 2008, Parma, ltaly

A crucial issue in the Software Cost Estimatioraatet has attracted the interest of software ptoje
managers is the selection of the best predictiothagefor estimating the cost of a project. Mosthaf
prediction techniques estimate the cost from hisabdata. The selection of the best model is based
accuracy measures that are functions of the piredietror, whereas the significance of the diffesn
can be evaluated through statistical proceduresveder, statistical tests cannot be applied easily b
non-experts while there are difficulties in theeimiretation of their results. The purpose of thipegy is

to introduce the utilization of a visualization tpthe Regression Error Characteristic curves otepto
compare different prediction models easily, byrapde inspection of a graph. Moreover, these cuaves
adjusted to accuracy measures appeared in Sof@teEstimation literature and the experimentaison
based on two well-known datasets.

[C4] MITTAS N., ANGELIS L. (2008). Combining Regression and Estimation by Analogy in a
Semi-parametric Model for Software Cost Estimation. International Symposium on Empirica
Software Engineering and Measurement ESEM’'08, Octst9—-10, 2008, Kaiserslautern, Germany

Software Cost Estimation is the task of predictthg effort or productivity required to complete a
software project. Two of the most known technigapgeared in literature so far are Regression Arsalys
and Estimation by Analogy. The results of the eimnpir studies show the lack of convergence in
choosing
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the best prediction technique between the paramn@&ggression Analysis and the non-parametric
Estimation by Analogy models. In this paper, weddtice the use of a semi-parametric model that
achieves to incorporate some parametric informatitm a non-parametric model combining in this way
regression and analogy. Furthermore, we demonstnaterocedure of building such a model on two
well-known datasets and we present the comparegaudts based on the predictive accuracy of the new
technique using several accuracy measures. Wepal$orm statistical tests on the residuals in otder
assess the improvement in the predictions attaimedigh the new semi-parametric model in comparison
to the accuracy of Regression Analysis and Estonaty Analogy when applied separately. Our results
show that the semi-parametric model provides moceirate predictions than each one of the parametric
and non-parametric approaches.

[C5] MITTAS N., L. ANGELIS (2009). Bootstrap Confidence Intervals for Regression Error
Characteristic Curves Evaluating the Prediction Error of Software Cost Estimation Models.2nd
Artificial Intelligence Techniques in Software Engieering Workshop (AISEW2009), at the 5th IFIP
Conference on Artificial Intelligence Applicationsand Innovations, April, Thessaloniki, Greecg.
Proceedings online, http://ceur-ws.org/Vol-475, 21-230.

The importance of Software Cost Estimation at thdyestages of the development life cycle is chearl
portrayed by the utilization of several algorithmand artificial intelligence models and methods,
appeared so far in the literature. Despite therséwemparison studies, there seems to be a desccgp

in choosing the best prediction technique betwédmmt Additionally, the large variation of accuracy
measures used in the comparison procedure comstita inhibitory factor which complicates the
decision-making. In this paper, we further extehd ttilization of Regression Error Characteristic
analysis, a powerful visualization tool with intstieg geometrical properties in order to obtain
Confidence Intervals for the entire distributionesfor functions. As there are certain limitatiachse to
the small-sized and heavily skewed datasets armt éunctions, we utilize a simulation technique,
namely the bootstrap method in order to evaluagestndard error and bias of the accuracy measures,
whereas bootstrap confidence intervals are cortstiufor the Regression Error Characteristic curves.
The tool can be applied to any cost estimationatibtn in order to study the behavior of comparative
statistical or artificial intelligence methods amdt the significance of difference between models.

[C6] MITTAS N., ANGELIS L. (2009). Bootstrap Prediction Intervals for a Semi-Parametric
Software Cost Estimation Model. 35th Euromicro Conference on Software Engineeringné
Advanced Applications (SEAA 2009). August 2009, raat Greece, Proceedings published by IEEE,
pp. 293-299.

The vital task of accurate Software Cost Estimapogedictions remains a challenging problem attracti
the interest of researchers and practitioners.ollgih Least Squares (LS) regression and Estimation b
Analogy (EbA) are two of the most widely appliedthms, there seems to be a discrepancy in choosing
the best prediction technique. In this paper, wénh&r extend our previous work on the utilizatidnao
semi-parametric model, called LSEbA that achievesdmbine the abovementioned methods. More
precisely, we present a method of constructing iptied intervals by the bootstrap resampling
technique. The prediction intervals obtained forEb& are compared with those of LS and EbA
separately, with the aid of a new methodology takés into account not only the ability of compaeat
intervals to capture the actual cost, but alsa tsigiilarity and their width.

[C7] MITTAS N., ARGYROPOYLOY V. ANGELIS L. (2010). Modeling the Relationship between|
Software Effort and Size Using Deming Regressiof.o be presented at 6th International Conferenge
on Predictive Models in Software Engineering. Sepiiger 12-13, 2010, Timisoara, Romania
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Background: The relation between software effort and size bagn modeled in literature as
exponential, in the sense that the natural logaritif effort is expressed as a linear function af th
logarithm of size. The common approach to estirttadeparameters of the linear model is ordinarytleas
squares regression which has been extensivelyeabfii various datasets. The least squares estimatio
takes into account only the error arising from dependent variable (effort), while the measurenoént
independent variable (size) is considered fregrofe.

Aims: The basis of the study is that in practice theuasption of measuring the size without error is
hardly true, since the size of a software projegethds on the precision of the tool of measurermiedt
often by the subjectivity of the rater. Moreovene tsizes of projects comprising a dataset have been
measured by different measurement tools and thds adother source of variability in the independent
variable.

Method: In this paper, we consider a regression technigonewn as Deming regression, which takes
into account the error in measurement of the inddeet variable, the size. Deming regression isiegpl
to four publically available datasets in order todal the linear relationship between effort ane sind

to

compare it with ordinary least squares.

Results Accuracy measures of fitting (MAE, MdAE, MMRE, MIRE, pred25) are improved by the
Deming regression. Comparison of Absolute Error€)(Ay the Wilcoxon test shows significant
difference at <0.001 level of significance.

Conclusions Deming regression is appropriate for datasetsreviiee size is subject to measurement
error. However some assumptions on the variancseaheasurement errors are arbitrary and need to b
studied. Further work is needed for using the Dgmé@gression for effort prediction.

[C8] KOSTI M., MITTAS N., ANGELIS L. (2010). DD-EbA : An algorithm for determining the
number of neighbors in cost estimation by analogysing distance distributions.To be presented
Workshop on Artificial Intelligence, Techniques isoftware Engineering (AISEW 2010), September
2010, Ayia Napa, Cyprus

Case Based Reasoning and particularly EstimatioAralogy, has been used in a number of problem-
solving areas, such as cost estimation. Converntimeshods, despite the lack of a sound criterian fo
choosing nearest projects, were based on estimatsimy a fixed and predetermined number of
neighbors from the entire set of historical ins&s1cThis approach puts boundaries to the estimation
ability of such algorithms, for they do not takéorconsideration that every project under estinmaiso
unique and requires different handling. The notbmistributions of distances together with a dista
metric for distributions help us to adapt the prsgmb method (we call it DD-EbA) each time to a sjeci
case that is to be estimated without loosing irdigteon power or computational cost. The resultshis
paper show that the proposed technique achieveabihee idea in a very efficient way.

[C9] HAMDAN K., ANGELIS L. MITTAS N. (2010). Estima ting learning by analogy: A case
study in the UAE univerisity. International Conference of Education, Research ardnovation
(ICERI 2010), November 15-17, 2010, Madrid, Spain

This work is concerned with how to measure and,tnmaportantly, how to predict the “amount” of
learning in “problem-based” learning programs. Duge difficulties in dealing quantitatively with
educational aspects like learning, which are ra#dtestract when it comes to measuring, this is not a
typical problem which can be dealt with easily ttiadal statistical analysis. The ordinal naturedata
collected from surveys requires suitable estimatiogthods. In this paper we use a method called
“estimation by analogy” (EbA), known from its apgtion to software engineering problems, for
estimating the amount of learning in a class wisdbased on historical data containing informafiom
previous learning measurements. The approach iplesigince it does not require any mathematical
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background and assumptions; it is intuitively apipgesince it is based on the idea of “finding thest
similar cases” and, most importantly, it gives vgopd results. The method is applied on a dataset f
56 Math/IT classes collected at the end of the 2805 from the enrolment of UGRU, United Arab
Emirates University.

[C10] MITTAS N. (2011) Evaluating the Performancesof Software Cost Estimation Models
through Prediction Intervals. International Conference on Econophysics, June 2-3011, Kavala,
Greece

The task of predicting accurately the cost requil@dthe completion of a new software project is a
challenging issue in the Software Cost Estimatimmaasince it is closely related with the actidtief
project management and the wise decision-makingrgénizations in order to bid, plan and budget a
forthcoming system. However, the accurate predictibthe cost is often obtained with great uncatiai
and for this reason there has been noted a lackrofergence in experimental studies. The main reaso
for the discrepancy can be derived from the inheobiaracteristic of prediction methodologies, since
they produce point estimates without taking intccamt the risk covering the whole process. In this
study, we propose a statistical framework, so dsdos on the construction of Prediction Interwalich
provide an “optimistic” and a “pessimistic” guesw fthe true magnitude of the cost. The proposed
framework that incorporates different accuracy g¢atlirs, formal hypothesis testing and graphical
inspection of the predictive performance is appbtiach dataset with real software projects.

Book Chapters

[B1] ANGELIS L., SENTAS P., MITTAS N., CHATZIPETROU P (2010). Methods for Statistical
and Visual Comparison of Imputation Methods for Missing Data in Software Cost Estimationin

Modern Software Engineering Concepts and PracticeAdvanced Approaches, Idea Group Inc.
Publishing.

Software Cost Estimation is a critical phase indegelopment of a software project and over thesyea
has become an emerging research area. A commoteprab building software cost models is that the
available datasets contain projects with lots ofgimig categorical data. The purpose of this chapter
show how a combination of modern statistical anchatational techniques can be used to compare the
effect of missing data techniques on the accurdogost estimation. Specifically, a recently prombse
missing data technique, the multinomial logistigression, is evaluated and compared with four older
methods: listwise deletion, mean imputation, exgimh maximization and regression imputation with
respect to their effect on the prediction accumaifcy least squares regression cost model. The ati@hu

is based on various expressions of the predictioor eand the comparisons are conducted using
statistical tests, resampling techniques and aaliimation tool, the regression error characteristio/es.

Greek Conferences/Publications

[G1] MITTAS N., L. ANGELIS (2006). Confidence intervals and hypothesis tests in th
comparison of software cost estimation method®roceedings of the 19th Panhellenic Conferencel(in
Statistics, Kastoria (In Greek)

The delivery of qualitative software in predeteredntime limits, budget and according to predefined
schedules is one of the most important objectifekh® organizations around the world. The accurate
software cost estimation is a topic that has oaulipine researchers’ interest the last decadesudatr
issue in software development is the selectiomefarediction model. Usually, this selection isdzhen
the most commonly used accuracy measures. Theopieolicy of determining the most accurate
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prediction model is not been validated by hypothdests and could lead to unstable and erroneous
conclusions. In this paper, we present two statifBimulation tools in order to test the significa of

the difference between two comparative models, hanie bootstrap and permutation tests. Three
bootstrap techniques are used for the constructicaccurate confidence intervals for the differente
means, whereas permutation tests are utilizedstontkether the most widely known accuracy measures
are significantly different for the comparative natxi

[G2] DIMOKAS N., MITTAS N., NANOPOULOS A., ANGELIS L. (2008). A Prototype System
for Educational Data Warehousing and Mining.12th Pan-Hellenic Conference on Informatics PQ
2008 August 2008, Samos, Proceedings publishetEBE.

Universities are encountering growing demands kjslators and communities who are clamoring for
valuable information about student achievement aniversity system accountability. Not only are
universities required to measure annual progressevery single student, but government (through
ministries for education) aid is directly linkedttese results. The department of Informatics da$tatle
university of Thessaloniki has developed a dataehamse solution that assists the analysis of
educational data. In this paper we present thegdesmnd development of the proposed data warehouse
solution, which facilitates better and more thotowagalysis of department’'s data. The proposed rsyste
constitutes an integrated platform for a thoroughlgsis of department’'s past data. Analysis of data
could be achieved with OLAP operations. Moreoveg, propose a thorough statistical analysis with an
array of data mining techniques, that are apprtpfi@ the examined tasks.

[G3] MITTAS N., L. ANGELIS (2009). Graphical comparison of software cost estimation model$
with regression error characteristic analysis.22nd Panhellenic Conference in Statistics, Chanifa,
Greece (In Greek)

Universities are encountering growing demands kjslators and communities who are clamoring for
valuable information about student achievement aniversity system accountability. Not only are
universities required to measure annual progressevery single student, but government (through
ministries for education) aid is directly linkedtttese results. The department of Informatics dftatle
university of Thessaloniki has developed a dataeh@use solution that assists the analysis of
educational data. In this paper we present thegdemnd development of the proposed data warehouse
solution, which facilitates better and more thotowagalysis of department’'s data. The proposed rsyste
constitutes an integrated platform for a thoroughlygsis of department’'s past data. Analysis of data
could be achieved with OLAP operations. Moreoveg, propose a thorough statistical analysis with an
array of data mining techniques, that are apprtpfi@ the examined tasks.

[G4] MITTAS N., FLOROU G., POLYCHRONIDOU P. (2009). Examination of Duration of
Studies for the Accounting Department of the Techrlogical Institution of Kavala through Survival
Analysis. 22nd Panhellenic Conference in Statistics, Chanfareece (In Greek)

In this paper we present a statistical analysig¢ twmcerns the Department of Accounting of the
Technological Educational Institution of Kavala.dept of the primary descriptive statistical anaysie
use several techniques of multivariate analysisrater to detect correlations between the factoas th
affect the duration of studies and the degree @&&achelor of the students. We took into accalht
the available information, even that of the studetiiat continue their studies, so we use Survival
Analysis, a statistical methodology that is welblam and it is used especially in Biostatistics.
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[G5] POLYCHRONIDOU P., MITTAS N., FLOROU G. (2009). Factors that Affect the Duration
of Studies of the Accounting Department of the Teatological Institution of Kavala. 5th Pan-
Hellenic Data Analysis Conference with Internatioh&articipitation, September 2009, Rethimno

Institutions of Greece’s higher education havenforim and update the scientific society and thevazht
Ministries about their students’ progress among theerall image. In this paper, we analyze stetidhy

the duration of studies at the Accountancy Depantnoé Kavala Institute of Technology. We describe
the demographic characteristics of all of our Depant’'s students through the years. We use several
techniques of the multivariate analysis, in ordedétect correlations among the factors that affeet
duration of studies and the degree class of Bachelo

[G6] SALTAS V., KALAMPAKAS A., KOGEUTSOF A., POLYCH RONIDOY P., MITTAS N.,
TSIANTOS V. (2010). Evaluation of the Mathematical Skills for First-year Students of the
Petroleum and Natural Gas Department 23th Panhellenic Conference in Statistics, Veri@reece

(In greek)

In this study, we evaluate the results of the Matdical skills for the first-year students of the
Petroleum and Natural Gas Department of the Teogsl Educational Institution of Kavala. The
study is portioned into three stages of evaluatiat are related with the students, educationakesys
and professors. Initially, we collect and analyhe performances of the first-year students and more
particularly, we study the knowledge and capabitihat students have acquired.

For this purpose, the study is based on a questimwith 20 questions of multiple choices thatazmm

the mathematical capabilities of students, whetleastudents are clustered into three basic caesgior
accordance to their high-school education. Theéstitzdl analysis of the questionnaires will proviiteme
interesting information and knowledge acquisitioonoerning the educational system and the
mathematical skills of the Petroleum and Naturas Gapartment

[G7] TSIANTOS V., KAPENIS K., PATSILIAS G., MITTAS N., CHATZIFOTIOU S. (2011). The
Usage of Video on the Education of Mathematics. 2tRanhellenic Conference

TXIANTOX B., KATIENHY K., TATZIAIAX T'., MHTTAX N., XATZH®QTIOY X. (2011).H
xpnon tov Bivreo oty Awockorio tTov Mednpotikov: Mio IIihotiky E@appoyn oto Médnpao
«Madnpotkd II» tov Tpfqpatog Bropnyoavikig Iinpogopikig tov TEI Kaparas. Ilparxtina 200
Haveliapviov Zvvéoprov Evraén twv TIIE otyv Exnaidcvtixi Aiadikacio, Maptiog 2011 Ildzpa.
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